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Abstract—Stemming is the process of cutting affixes, both 

prefixes and suffixes from a term to get the root of the word that 

has affixes. Stemming can be done in any language, especially in 

Indonesia Language. Indonesian which is rooted in Malay and 

Sanskrit has a bigger influence on Language. The algorithm of 

stemming that has developed is the one that is based on the 

dictionary of a root word. This kind of algorithm was started by 

Nazief- Adriani and it grew up to be Confix Stripping (CS), and 

then was perfected to be Enhanced Confix Stripping (ECS). A 

scientometric analysis is a mathematical method used to identify 

academic publications related to citations and scientific matters 

and is intended for use in libraries or other fields. In this 

research, the publication of which using stemming algorithm 

selected and collected using keywords related to Nazief Adriani 

and ECS. The publications are collected from dimension.ai (an 

online database for advance scientific research). From those 

publication we did the analysis bibliometric help by the VOS 

Viewer application using the analysis technique of co-

authorship and citation technique, and all done. The result are, 

from 310 publications that have keywords Nazief Adriani and 

119 publications containing the keyword ECS, it was found that 

the owning documents will be the reference sources of the next 

research in which the most citation and co-authorship are found 

in Indonesia.  
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I. INTRODUCTION 

 Stemming is the process of reducing related words 

to a standard form by removing affixes from them. [1]. 

Stemming techniques are classified into two categories: 

basic rules and statistical [2]. Stemming has an important 

role because stemming results are used to extract features 

presented in the text. Words that appear in a text have 

various forms. There is a basic word containing affix. The 

basic words containing the affix are considered to have 

different entities. Therefore, in the feature extraction, the 

two forms will be considered distinctive features. Different 

features will have different values. This will greatly affect 

the extraction results of the feature themselves. Due to these 

reasons, the words containing affixes must be stemmed to 

determine the basic words, so they will have the same forms. 

The words are not only prominent but also strengthen their 

values in the text.  (Prihatini et al, 2017). The Stemming 

process is widely used in information retrieval to improve 

the quality of obtained information. The quality of the 

information is mentioned to connect the relationship 

between one variant word with others. For example, the 

word ‘read’ (the act of reading), and "read" (a person who 

does the activity) originally has different meanings. Those 

words can be stemmed from the word "read" so the above 

words are interconnected. Stemming can be used to reduce 

the size of an index size file. For example, in the description, 

there are variants of the words "give", "gave", and "given". 

It has the root of the stem word "give" [3].  

Stemming has been applied in European languages, 

especially English. The algorithms are commonly used by 

Porter Stemmer to Dawson Stemmer [4]. Different from 

English, according to Tala in his article entitled: Stemming 

Effect on Indonesian Retrieval System conducted in 2003 

stated that the Indonesian Language has morphological 

word structures which are special and complex compared to 

other languages. Commonly, it contains inflection structures 

and derivatives. Inflection is a collection of suffixes that 

cannot change the forms and the meanings of basic words. 

Whereas, Indonesian basic derivative structures can be 

composed of prefixes, suffixes, or even combinations 

between them [5]. Moreover, Indonesian stemming is very 

interesting to be studied and developed because Indonesian 

is a language that has various morphology affixes. Often a 

basic word or basic form needs to be given the affixes to be 

able to be used in the talk. These affixes can change the 

meaning, the types and the functions of a basic word. Which 

affixes that should be used depend on the purpose of the user 

in the talk [6]. 

Indonesian stemming algorithms which have been 

more developed are stemming algorithms based on the basic 

dictionary words. They consist of grouping affixes, word 

order, and how to remove the affixes as well as match them 

with the basic word dictionary. The basic word-based 

stemming Indonesian algorithm has been successfully 

developed, starting with Nazief  Adriani in 1996, then the 
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Confix Stripping algorithm developed by [7] in 2007, 

developed into a stemming algorithm called Enhanced 

Confix stripping (ECS) by [8] in 2009. Further research was 

conducted by [9] in 2016 by developing algorithms based on 

the classification of affixes. Further development was 

carried out by [6]  in 2017 which was named the Stemming 

Algorithm New Enhanced Confix Striping (NECS). In this 

algorithm, the grouping of affixes is a combination of ECS 

stemming algorithms and stemming algorithms based on 

affix classification. 

The latest development related to stemming algorithms 

has been carried out by (Mulyana et al, 2019) in 2019, 

namely by modifying grouping, sorting, and removing 

affixes based on Morphophonemics. The development of 

stemming Algorithms that is based on the Indonesian 

language can be seen in figure 1. 

 

Figure 1. Summary Stemming Algorithm 

Indonesian Patching Order Patching. 

Nazief and Adriani's stemming algorithms were developed by 

[7] Bobby Nazief and Mirna Adriani in 1996 and became the 

forerunner of the continuality algorithm developments. The 

algorithm is based on the rules of the morphology of broad 

Indonesian which are collected into one group and 

encapsulated into permissible affixes and impermissible 

affixes. There is a basic word dictionary used to support word 

recording and word matching after stemming words [10]. The 

Nazief Adriani algorithm has been widely used and has good 

accuracy. This is proved by the research [11] that has been 

compared to its performance by the previous research Paice-

Husk algorithm. In the research, the Nazief-Adriani algorithm 

produced an accuracy of up to 91.87% with 1799 words 

successfully stemmed, while the Paice -Husk algorithm with 

an accuracy of 64.4% and 1261 words were successfully 

stemmed. The research conducted by [12] can be used as a 

reference that stemming used by Nazief-Adriani can be 

combined in completing task analysis sentiment. 

 Stemming Enhanced Confix Stripping (ECS) algorithm is 

a development of the confix stripping algorithm. The 

enhanced confix stripping stemmer algorithm is an algorithm 

developed by [8] in 2009 to correct the errors of the confix 

stripping stemmer algorithm which is a development of the 

stemming algorithm by Nazief and Adriani ECS algorithm 

makes improvements to stemming errors made by previous 

algorithm, namely CS [13]. For example, the word 

"promoting" cannot be stemmed by the CS algorithm [14]. 

The ECS algorithm has been applied to determine the terms 

in the grouping of text documents which is a total of 108 

articles that have been collected from Semarang State 

University, ECS has successfully reduced from 199,356 

terms to 2,624 terms. The reduced percentage was about 

98.68%. The process of searching and indexing translations 

of the Qur'an tends to be faster after the implementation of 

ECS stemming [15]. 

 In general, Stemming Enhanced Confix Stripping (ECS) 

is the same as Nazief and Adriani's stemming algorithms. 

Both of them complement and improvement in the rules of 

decapitation [16]. Because Nazief-Adriani has been 

successfully implemented in various problems and ECS is the 

development of an algorithm which recently developed, the 

Nazief-adriani algorithm and Enhanced Confix Stripping 

were selected in this study to see the influence in the area of 

\the development of other algorithms and the citation level. 

 Moreover, scientometric analysis is used as a method to 

analyze. Scientometrics is a qualitative study based on the 

level of its publication. This includes identifying the fields of 

science that appear in the research. In addition, we can 

examine the research development continuously and 

geographically based on the research distribution [17]. 

Scientometrics was introduced by Pritchard, Nalimov, and 

Mulchencko in1969 [18]. Scientometrics is a study of science 

existed since 1980 including in the library field of science. 

But it would gradually be studied and applied throughout the 

field of science. The scientometric method is a literature 

measurement-based method using a statistical approach and 

is an implementation of quantitative analysis to test 

conventionality and novelty in international research 

collaborations. It turns out that international collaborations 

failed to produce more new articles. International 

collaboration seems to be the result of fewer combinations of 

new and more conventional knowledge. The costs and 

barriers to communicating for international collaboration 

suppress novelty. Higher citation effects can be explained by 

the audience effect. The more writers are from any country, 

the greater access results in larger communities [19]. 

II. RESEARCH METHOD 

In conducting scientometric analysis in this research, 

some steps are taken including the determination of 

keywords, the process of finding some data, and conducting 

scientometric analysis. 

A. Research Question 

There are 3 research questions as follows: 

1. What kind of algorithms are widely used for 

stemming the Indonesian Language? 

2. How are the citations of algorithms resulted from 

RQ1? 

3. How are the top most cited algorithms resulted from 

RQ2 compared to the other algorithms? 



B. Keyword Determination 

The determination of this keyword is the first important 

step, once we know what problems will be solved and found 

out for its novelty level. The keywords used in this study are 

Nazief-Adriani and Enhanced Confix Stripping. 

C. Data Searching 

Dimensions ai is a website used for data searching. This 

digital science source platform is chosen because it provides 

a wide range of publications from the 80s to 2022 compared 

to other platforms that are very limited and restricted.  It is 

easy to be used by typing keywords in the field searching. 

The process of exporting data is fast and of course free. 

(Maximum 500 publications which can be exported). Each 

keyword was taken from publication data from 2013 to 2022. 

There were 310 publication data for nazief-adriani keywords 

and 119 publication data for enhanced confix stripping 

keywords. The publication data is stored by using an 

exported method with a .cvs extension to be readily analyzed 

and visualized with the VOSViewer application. 

D. Scientometric Analysis Type 

In this study, 2 types of analysis are conducted as the 

following: 

1. Co-authorship Analysis 

The technique is used to find out the relationship of 

various studies based on research documents produced by 

the researchers. The Co-authorship network is a tool for 

uncovering the direction of collaboration and identifying 

researchers and institutions that leading the research [20].  In 

short, this analysis is used to focus on authorship networks 

based on the author's name. For instance, the author of 

cooperation with whom is in his research. The analysis of the 

units used is based on authors and countries. 

2. Citation Analysis 

This technique is based on a database of scientific and 

medical research that can be legally applied to all scientific 

fields, including applied and technical sciences, social 

sciences, and humanities, but it is also frequently debated. In 

science, research groups are natural 'business' units, and 

therefore it constitutes the most useful level of aggregation in 

citation analysis because scientific research is a teamwork 

result [21]. Garfield in his paper argues that the frequency of 

journal citation is a function both of the published material of 

scientific of significant and the number of articles publishes 

each year. 

III. RESULT AND DISCUSSION 

A. Analysis Based on Co-Authorship Analysis Technique 

1) Co-Authorship with Unit Analysis: Author 

 In this analysis, the selected unit analysis is based on the 

authors. The selected counting method is full counting. In 

the Figure 2, the threshold set is set at number 2 because it 

will show authors with at least 2 documents in the existing 

data set. If it has 4 documents, it will not be shown. 

 

 
Figure 2: Thresholds Settings. 

From the regulatory process, 149 authors were selected. Only 

20 out of 149 selected authors are linked or connected as 

shown in Figure 3. 

 

Figure 3: Successful networked pop-up authors ready to 

visualize. 

Figure 4 shows that 20 selected authors are divided into 3 

large branches, namely 1) green: nazief research, bobby 

which became the basis of reference for further research, 

namely [adriani] to [Huda, Fatchul] 2) blue: research 

belonging to [Fadila, Siti, Dara] which became the basis of 

reference for research [Lydia, Maya Silvi], [Gunawan], and 

[Huda, Miftahul], 3) red color: research [Eclipse, Yana 

Aditia] became a reference for further research, namely 

[Maylawati] and [Darmalaksana, Wahyudin]. It is shown that 

Garhana, Yana Aditia has the most co-authors compared to 

others. 

 

Figure 4: Co Analysis Network Visualization – 

Authorship 

The research evolution is demonstrated through the 

visualization of the visualization overlay feature shown in 

Figure 5. This evolution is based on years of journals or 

publications collected. This visualization will be shown in the 

form of a color bar in the lower right corner. 



 

Figure 5: Overlay Visualization 

In the lower right corner of Figure 5, there is a color bar 

indicating when a publication was made or published. The 

more to the right (the lighter) the newer, if the color is dark 

then the research is published in the previous time or longer. 

Dots/circles that have similar colors indicate the similarity of 

the year of publication. 

 Furthermore, the depth (density) of a document is shown 

in Figure 6, this depth is related to publication with many co-

authors. The more co-authors, the brighter the density. If you 

only have one connection, it is blue. 

 

Figure 6: Document Density 

2) Co-Authorship with Unit Analysis: Countries 

In this analysis, the selected analysis unit is based on 

countries. The counting selected method is full counting. 

The threshold setting is set at number 5, in which the 

visualization shows countries which at least 5 documents 

in the existing data set. 3 countries have been successfully 

selected. They are Indonesia, Japan, and Malaysia as 

shown in Table 1. 

Table 1. Selected Countries 

Country Documents Citations Total 

Link 

Strength 

Indonesia 218 729 11 

Malaysia 21 42 6 

Japan 8 20 5 

 

In the Figure 7. shows that the latest research or publications 

related to stemming are carried out more in Indonesia, then, 

Malaysia, and Japan. The bar color in the lower right corner 

indicates the year when the publication was made. It can be 

seen that Indonesian stemming publications have averaged 

publications in 2019, while Malaysia and Japan have gotten 

more in 2016 or 2017. 

 

Figure 7: Overlay Visualization for Countries 

Unit 

Density visualization in figure 8 shows that Indonesia’s 

publications related to stemming are numerous, this is shown 

by a bulging oval in the yellow color. As shown in Table 1, 

authors from Malaysia and Japan published the publication of 

21 documents and 8 documents. 

 

Figure 8 : Density Visualisation for Countries 

Unit 

B. Citation Engineering Analysis With Unit Analysis: 

Documents 

This citation technique will visualize the analyzed data 

(document) if a document cites other documents that are 

similar. Similar analyzed. The analysis unit is based on the 

unit document. Then, the minimum number of document 

citations is set to the number 1. The Visualization displays 

document citations in at least 1 document in the existing 

dataset. Once it is set up, of the 372 documents in the dataset, 

there are 196 matched and linked the data. Table 2 shows the 

author's document with the strongest link level. It needs to 

be noted that the number of citations obtained will not assure 

the level of link strength. 

Table 2. Selected Documents 

Documents Citations Total Link Strength 

Adriani (2007) 98 56 

Hidayat (2020) 1 5 

Hasanah (2018) 8 5 

Furthermore, of the 196 documents that were successfully 

selected, which had a link only 90 documents were shown in 

Figure 9. Where the visualization of the total strength of the 

document is indicated by a larger circle than the others. 

Different colors represent the total strength of each other 

study. 



 

Figure 9: Visualization of Document Citation 

 

Figure 10: Adriani's Document Citation 

Figure 10, highlighted in the Adriani document (2007), 

proved that the citation rate is the highest compared to the 

others (e.g. Lahtani (2016) and Purwarianti (2016) indicated 

by the number of available branches. It can be understood that 

Adriani's document (2007) became the basis for the 

development of the next stemming. Although Lahtani and 

Purwarianti have a citation lower rate than adriani, it can be 

seen in Figure 9 that both of them are derived from Adriani's 

documents, it is indicated that the branches connected both of 

them. 

 

Figure 11: Document Density 

The density document level is shown in figure 11. And 

further, it reinforces that Adriani's documents (2007) become 

a reference for development. Shown in yellow, it means that 

the citation rate is higher. from the picture, we can also see 

Lahtani (2016) has a fair large level of citations, followed by 

Purwarianti (2016). 

IV. CONCLUSION 

 Stemming is an important step in the staging process 

while making the learning model machines, especially those 

involving Natural Language Processing. In particular, 

stemming has many algorithms which can be selected and 

applied following the existing problems. As time goes by and 

having complex problems, improvisations, and addition of 

new features have been added to existing algorithms. Nazief-

Adriani's documents and their documents become a standard 

in the appearance of new algorithms such as Confix Stripping 

to Enhanced Confix Stripping. 

Scientometric analysis shows that the stemming rate 

development is increasing from 2013 to 2022, and the 

development and implementation of the Nazief-Adriani 

algorithm have resulted in 310 publications. From the above 

analysis, it can be taken some conclusion that Nazief and ECS 

algorithm is still widely used for stemming in Indonesia 

language and continued to be developed. Figuring out from 

the citation analysis, Adriani's document (2007) explaining 

the Nazief-Adriani algorithm has been widely cited by other 

authors as the basis for the development of the continuality 

algorithm.  
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