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Abstract: Model averaging has been developed to improve prediction accuracy in high dimensional regression. This 

approach is a weighted linear combination of some regression models. Two important procedures in model averaging 

are construction the candidate models and determination the weights. This paper evaluated performance of partial 

least squares model averaging (PLSMA) with some weights and proposed stacking as a method for determining the 

weights. Stacking determines the weights by minimizing least squares error over candidate models. Our proposed 

method (stacked-PLSMA) was evaluated in a simulation experiment and compared to equal weight, Akaike 

information criterion (AIC) weight, and Bayesian information criterion (BIC) weight. The result showed that stacked-

PLSMA yielded smaller prediction error with high consistency than the other weights. 
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1. INTRODUCTION 

Model averaging is an alternative approach used to handle high-dimensional regression which the 

number of predictors exceeds the sample size. The main concept of model averaging is construct 

several models (called candidate models) and combines them to estimate the final model. The goal 

in model averaging is to improve prediction accuracy. Unlike model selection which only choose 

the best model for prediction, model averaging approach combines a class of candidate models by 

giving weights to each candidate model. There are two important procedures in model averaging, 

construction of candidate models and determination the weights. 

In constructing candidate models, there are some ways such as random partition of predictors using 

the Hierarchical Adaptive Random Partitioning (HARP) algorithm [1, 2], partition predictors 

based on marginal correlation with response variable [3] so each candidate model contains 

predictors that has similar correlation with response variable, and partial least squares model 

averaging [4]. For determining the weights for candidate models, there are some ways such as 

weights based on Akaike information criterion (AIC) [5, 6], weights based on Bayesian 

information criterion (BIC) [7, 8], weights based on Mallows’ Cp [9, 10], weights based on cross-

validation criterion [11], and weights based on unbiased estimator of risk [12]. 

In recent years, many researchers have discussed and applied model averaging. In econometrics, 

there are [13, 14]., the author [15] applied model averaging in design of experiment. In genomics, 

there are [16, 17]. The other studies about model averaging are discussed by [18, 19]. 

Our previous study [4], we have proposed partial least squares model averaging (PLSMA) as an 

approach for constructing the candidate models. In the present study, we discuss about 

determination the weights for PLSMA. We proposed stacking which developed by [20, 21] as a 

method to determine the weights. This method determines the weights by minimizing squared error 

between the actual value of response variable and the predicted value. By simulation study using 

R software, we assess the performance of stacked-PLSMA and compared to PLSMA with the other 

existing weights, including equal weight, AIC weight, and BIC weight. We use RMSEP (root mean 

squared error of prediction) and correlation between the actual value of response variable and the 
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predicted value as the performance measures for each method. 

The paper is organized as follows. Section preliminaries describes model averaging, including 

construction of candidate models, determination the weights, and stacking or stacked regression 

and also the procedure of simulation study. The next section is the main result that describes the 

result of this study through simulation study. Then the conclusion is presented in the last section. 

 

2. PRELIMINARIES 

2.1. Model Averaging 

Suppose ( ), 1, 2,...,kf X k K  be the set of candidate models and kw  be the weights 

corresponding to ( )kf X , where 0 1kw   and 1kk
w  . The model averaging can be written 

as  

 
1

( ) ( )
K

k k
k

f X w f X


  (1) 

Let y  is 1n  vector of the response variable and X  is n p  matrix of the predictors. For 

linear regression model, K  candidate models contain m  predictors where m  is smaller than 

p  and n . The model is defined as  

 ( )k k kf X X     (2) 

or  

 k k ky X     (3) 

and k  is estimated with ordinary least squares (OLS), so  

 ' 1 '( )k k k kX X X y


  (4) 

then the model averaging estimator can be expressed as  

 
1 1

( ) ( )
K K

k kk k
k k

f X w f X w y
  

 

    

There are two procedures in model averaging, construction of candidate models and determination 
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the weights. 

1) Construction of candidate models: Construction of candidate models is first procedure in 

model averaging. This paper applies partial least squares model averaging (PLSMA) for 

constructing candidate models developed by [4]. PLSMA transforms the origin predictor 

into new variables through partial least squares (PLS) and candidate models are 

constructed based on new variables. Then the algorithm of PLSMA can be described below: 

Step 0 Randomly permute the order of the observations. 

Step 1 Split data into two parts, (1) ( , ),1
3i i

n
Z X y i    and (2) ( , ), 1

3i i

n
Z X y i n       

Step 2 Resampling 75% observations in (1)Z . 

Step 3 Do PLS to get new predictor variables. 

Step 4 Repeat Steps 2-3 for k  times. Estimate ( )kf X


 based on (1)Z  for 1 k K  . 

Step 5 For each candidate model, compute the weights. 

Step 6 Compute the predictions for each candidate model using the remaining half of 

data (2)Z  by kkky X 
 

 . 

Step 7 Compute the final prediction based on equation (5). 

In addition, for determining the weights will be presented in the next section. 

2) Determination of weights: The second procedure in model averaging is determination the 

weights of candidate models. There are many choices of weights such as equal weight, 

AIC weight, and BIC weight. In this paper, we will compare these weights with the weight 

based on stacking method. 

a. Equal weight: The standard weight for model averaging is equal weight. Each 

candidate model is given the same weight, 
1

kw
k

   then the final prediction is 

1

1 K

k
k

y y
k

 



  . 

b. AIC and BIC weight: Two types of weights are measured based on information 

criterion, Akaike information criterion (AIC) and Bayesian information criterion 



2197 
STACKING METHOD FOR DETERMINING WEIGHTS 

(BIC). Both AIC and BIC weights are defined as 

1

1
exp

2
1

exp
2

k

k K

k
k

AIC
w

AIC


  
 
  
 


  and 

1

1
exp

2
1

exp
2

k

k K

k
k

BIC
w

BIC


  
 
  
 


, where 2 log 2kAIC L p   ; 2 log logkAIC L p n      

with L  is likelihood function. The higher weights are given to the better models. 

2.2. Stacking 

Wolpert [20] introduced stacked generalization as a technique to achieve a prediction accuracy 

which is a high as possible. Similar to model averaging, stacked regressions or stacking is defined 

a method for combining linear combination of predictors (called candidate models) to improve 

prediction accuracy [21]. Unlike model averaging which is giving the weights based on 

information criterion, stacking determines the weights by minimizing squared error between the 

actual value of response variable and the predicted value. 

Given y  is 1n  vector of the response variable and X  is n p  matrix of the predictors. The 

model is defined by equation (1). In this term, the { }kw  gotten by minimizing squared error:  

 
2

( )n k k
n k

y w f X
 

 
 

   (5) 

Then the result of estimator ( )k k
k

w f X  will yield lower prediction error. 

2.3. Simulation Study 

This paper proposes stacking as a method to determine the weights in partial least squares model 

averaging (PLSMA) that developed by Ramadhan et. al. [4]. We design a simulation study to 

evaluate the performance of our proposed method. In this simulation study, we adopted the settings 

in [3] with several modifications. By using R software, we generate the predictor variables 

2000p   from the multivariate normal distribution with mean 0 and covariance matrix  ijS s

with i j
ijs   , 0.95  , and set the sample size 120n  . The random effect is generated from 
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normal distribution with mean 0 and standard deviation 2. We set the coefficient 0 60   and 

assume that only 50 predictors have contributions in prediction the response variable. The true 

predictors 1 1   be spaced evenly, 20( 1) 1, 1, 2,...,50i j j    . 

To implement model averaging, we set two conditions number of candidate models {5, 20}K 

and the number of predictors in each candidate model {2,5,10,20, 40}m  . The performance of 

our proposed method, stacking (called stacked-PLSMA) will be evaluated by measuring RMSEP 

(root mean squared error of prediction) and correlation between the actual value of response and 

the predicted value. Then, these performance measures will be compared to the other weights such 

as equal weight, AIC weight, and BIC weight. 

 

3. MAIN RESULTS 

Figure 1 displayed the results of performance measure after 100 simulation runs. For number of 

candidate models 5K   that shown in (a), when the number of predictors 2m  , three types of 

weights, equal weight, AIC weight, and BIC weight yielded same performance of RMSEP while 

stacking yielded the smaller RMSEP. The similar form of boxplots are produced in some 

conditions of {5,10, 20}m    and each weights produced smaller variances of RMSEP than 

2m  . For 40m  , there were almost no difference performance measure RMSEP in all types of 

weights. 

Figure 1 part (b) displayed the performance measure RMSEP for 20K  . The boxplots in (b) 

showed that the performances are similar to the result in (a), but when 20K   the variance of 

RMSEP is smaller than 5K  . So, we can say that the variance of prediction error decreases when 

number of candidate models increases. Both AIC weight and BIC weight produced the same 

performance. The performance of equal weight is better than AIC and BIC weight in some 

conditions. Stacking produced the smallest RMSEP in all conditions. Although, the equal weight 

(in some conditions) has similar RMSEP with stacking, stacking yields the smaller variance than 

the equal weight, so stacking has higher accuracy. 
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(a) Number of candidate models = 5

 

(b) Number of candidate models = 20 

Figure.1 Boxplots of the performance measure RMSEP of number candidate models (a) and (b) 

after 100 simulation runs 
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      (a) Number of candidate models = 5   (b) Number of candidate models = 20 

Figure.2 Scatterplots of actual and prediction for number candidate models (a) and (b) 

(a) Number of candidate models = 5 

(b) Number of candidate models = 20 

Figure.3 Boxplots of the performance measure correlation of number candidate models (a) and 

(b) after 100 simulations 
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Besides RMSEP, the prediction accuracy can be measured by correlation between the actual value 

of response variable and the predicted value. The good prediction performance will have high 

correlation with the actual value while the bad prediction performance is shown by low correlation. 

The scatter plots of the actual value and the predicted values are displayed in Figure 2. Both (a) 

and (b) showed the linear pattern in each weight. The patterns indicated that the actual value and 

the predicted value have high correlation.  

Table. I Comparison of correlation between actual value and prediction for 5K     

m  Weights 
Equal AIC BIC Stacked 

2 0.884 0.868 0.868 0.885 
5 0.888 0.873 0.873 0.888 

10 0.895 0.879 0.879 0.895 
20 0.896 0.880 0.880 0.894 
40 0.893 0.884 0.884 0.891 

 

Table. II Comparison of correlation between actual value and prediction for 20K     

m  Weights 
Equal AIC BIC Stacked 

2 0.885 0.875 0.875 0.893 
5 0.905 0.890 0.890 0.902 

10 0.898 0.885 0.885 0.892 
20 0.898 0.882 0.882 0.891 
40 0.901 0.892 0.892 0.896 

Table I and Table II showed the comparison of correlation between the actual value and the 

predicted value after 100 simulation runs. Each weight produced high correlation with the values 

are above 0.85. Both AIC and BIC weights yielded same correlation in all conditions but the values 

are smaller than correlation produced by equal weight and stacking. In some conditions, the equal 

weight has correlation greater than stacking, but the difference is not significant. We show the 

boxplots of correlations after 100 simulations that produced by partial least squares model 

averaging with equal weight, AIC weight, BIC weight, and stacking in Figure 3. All results of 

simulation study have been shown that our proposed method, stacking have produced the better 

prediction performance than the other weights. 
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4. CONCLUSIONS 

In recent years, the analysis of high-dimensional regression has attracted a lot of attention. Model 

averaging has been developed as an alternative to model selection in the case where the number of 

predictors exceeds the number of observations. Our research proposed stacking as a method to 

determine the weights in partial least squares model averaging. As shown in simulation study, our 

proposed method (stacking) yielded the better prediction accuracy than the other existing weights. 

This research focused in determining the weights for partial least squares model averaging 

(PLSMA). As a future direction, more investigations are needed on how to determine the optimal 

number of candidate models to be average. 
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